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We show that combinations of optimal (stationary) policies in unichain Markov decision processes
are optimal. That is, let M be a unichain Markov decision process with state space S, action space
A and policies π∗

1
, π∗

2
: S → A with optimal average infinite horizon reward. Then all combinations

of these policies π where for each state s ∈ S either π(s) = π∗

1
(s) or π(s) = π∗

2
(s) are optimal as

well.
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